
STORAGE – Jurnal Ilmiah Teknik dan Ilmu Komputer, Vol. 3 No. 2, Mei 2024, 139-144 

e-ISSN: 2828-5344 | DOI: 10.55123 

   

 139 

PERBANDINGAN METODE NAÏVE BAYES DAN SUPPORT VECTOR 

MACHINE UNTUK ANALISIS SENTIMEN PADA ULASAN PENGGUNA 

APLIKASI LINKEDIN 

 
1)Gishella Septania Al-Husna, 2)Dian Asmarajati, 3)Iman Ahmad Ihsanuddin, 4)Rina 

Mahmudati 
1,2,3,4)Universitas Sains Al-Qur‘an 

1)
 gishella.septania@gmail.com 

 
 

INFO ARTIKEL  ABSTRAK 

Riwayat Artikel : 

Diterima : 22 Mei 2024 

Disetujui : 31 Mei 2024 

 

 Dengan semakin sedikitnya informasi lowongan pekerjaan dalam 

bentuk cetak, teknologi informasi yang berkembang pesat 

membuat lowongan pekerjaan lebih mudah ditemukan secara 

digital melalui aplikasi, media sosial, atau website. Namun, 

lowongan pekerjaan dari sumber yang tidak jelas dapat 

menimbulkan penipuan. LinkedIn adalah salah satu aplikasi 

terpercaya untuk mencari lowongan pekerjaan. Penelitian ini 

membandingkan dua metode dalam analisis sentimen ulasan 

pengguna LinkedIn dari Google Play Store, yaitu Naïve Bayes 

dan Support Vector Machine (SVM). Data dikumpulkan melalui 

web scraping dan diproses dengan text pre-processing yang 

mencakup data cleaning, case folding, stopword removal, 

tokenizing, dan stemming. Hasil menunjukkan bahwa Naïve 

Bayes menghasilkan akurasi 88%, precision 88%, recall 85%, 

dan f1-score 86%, sementara SVM menghasilkan akurasi 90%, 

precision 89%, recall 88%, dan f1-score 88%. SVM terbukti lebih 

efektif dalam analisis sentimen dibandingkan Naïve Bayes. 
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 With the decreasing availability of job vacancy information in 

print media, the rapid advancement of information technology 

has made job vacancies easier to find digitally through 

applications, social media, or websites. However, job vacancies 

from unclear sources can lead to scams. LinkedIn is one of the 

trusted applications for job hunting. This study compares two 

methods for sentiment analysis of LinkedIn user reviews from the 

Google Play Store, namely Naïve Bayes and Support Vector 

Machine (SVM). Data were collected via web scraping and 

processed with text pre-processing, including data cleaning, case 

folding, stopword removal, tokenizing, and stemming. Results 

show that Naïve Bayes achieved an accuracy of 88%, precision 

of 88%, recall of 85%, and f1-score of 86%, while SVM achieved 

an accuracy of 90%, precision of 89%, recall of 88%, and f1-

score of 88%. SVM proved to be more effective in sentiment 

analysis compared to Naïve Bayes. 
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1. PENDAHULUAN 

Jumlah pengangguran di Indonesia terbilang 

masih cukup besar, berdasarkan data Badan 

Pusat Statistik (BPS) mencapai 8,42 juta orang 

pada Agustus 2022. Dengan demikian, tingkat 

pengangguran terbuka (TPT) di Indonesia 

sebesar 5,86% (Sadya, 2022). Salah satu 

penyebabnya dikarenakan masih banyak pencari 

kerja yang kesulitan mendapatkan pekerjaan. 

Jumlah pencari kerja di Indonesia pada tahun 

2022, BPS mencatat ada 937.176 orang. Jumlah 

tersebut mengalami penurunan 65,76% 

dibandingkan pada tahun sebelumnya yang 

sebanyak 2,74 juta orang (Simbolon, 2023). Hal 

itu terjadi karena ketidakseimbangan antara 

lapangan pekerjaan dengan jumlah tenaga kerja, 

serta kemampuan dan keterampilan para pencari 

kerja yang tidak memadai atau tidak sesuai 

dengan kriteria suatu perusahaan. Terutama para 

fresh graduate yang belum memiliki cukup 

pengalaman dan keterampilan yang optimal 

untuk mendapatkan pekerjaan. Terkadang para 

pencari kerja juga tidak cukup aktif untuk 

mencari informasi mengenai lowongan 

pekerjaan yang tersedia. 

Informasi lowongan pekerjaan dalam 

bentuk media cetak sekarang ini pun sudah mulai 

sedikit. Kecanggihan teknologi informasi dunia 

yang berkembang semakin pesat, menjadikan 

media informasi banyak ditemukan dalam 

bentuk digital. Begitu pula informasi lowongan 

pekerjaan dengan mudah didapatkan pada 

aplikasi pekerjaan, media sosial, ataupun 

website yang dapat diakses dengan adanya 

internet. Namun lowongan pekerjaan yang 

sumbernya tidak jelas, belum tentu terjamin 

keasliannya, karena kejahatan dapat 

menyertainya seperti adanya penipuan dari 

lowongan pekerjaan palsu. Terkadang masih ada 

orang yang sengaja membuat lowongan 

pekerjaan palsu dengan tujuan penipuan, untuk 

mengambil data pribadi dan meminta dana dari 

orang yang sudah melamar lowongan pekerjaan 

palsu tersebut. Jadi para pencari kerja harus 

berhati-hati dan memperhatikan dari mana 

sumber informasi lowongan pekerjaan yang 

akan dilamarnya. 

Cara supaya terhindar dari kejahatan, lebih 

baik mencari lowongan pekerjaan dari sumber 

yang sudah terpercaya dan resmi, salah satunya 

yaitu pada platform LinkedIn. LinkedIn dapat 

diakses pada website maupun aplikasi berbasis 

desktop dan mobile, yang dapat diunduh di 

Google Play Store dan App Store. Aplikasi 

LinkedIn sendiri sudah mencapai 1 miliar lebih 

pengunduh, dengan rating 4,3 dan terdapat 2,62 

juta lebih ulasan berdasarkan data pada Google 

Play Store. LinkedIn adalah jaringan profesional 

online terbesar di dunia. LinkedIn bisa 

digunakan untuk menemukan lowongan dan 

kesempatan magang, terhubung dan 

memperkuat hubungan profesional, serta 

mempelajari keahlian yang dibutuhkan demi 

kesuksesan karier (LinkedIn). Menggunakan 

LinkedIn melalui aplikasi, lebih mempermudah 

para pencari kerja terutama fresh graduate dalam 

mengakses berbagai informasi lowongan 

pekerjaan yang terbaru dan bisa mendapatkan 

notifikasi secara realtime. 

Meskipun begitu, tidak menutup 

kemungkinan tidak adanya permasalahan dalam 

penggunaan aplikasi LinkedIn. Pastinya ada pro 

kontra yang muncul mengenai kelebihan dan 

kekurangan dari aplikasi, sehingga para 

pengguna memberikan berbagai macam ulasan 

mereka. Suatu ulasan atau online customer 

reviews adalah ulasan yang diberikan oleh 

konsumen terkait dengan informasi dari evaluasi 

suatu produk tentang berbagai macam aspek 

(Mo, Li, & Fan, 2015). Ulasan yang diberikan 

oleh pengguna LinkedIn yaitu seperti “Sulit 

banget loginnya kenapa ya? udah ganti gmailpun 

juga masih nggak bisa login. Harus verifikasi 

data padahal sudah kirim KTP masih tetap 

muncul verifikasi data terus”, “Kok update nya 

makin nggak bagus, sering error. Upload foto 

lama dan error saat di akhir loading”, “Kuis 

keahlian adakan bahasa Indonesia” dan lain 

sebagainya. Beberapa ulasan tersebut yang 

diambil dari Google Play Store kebanyakan 

terkendala di masalah teknis aplikasi, namun ada 

juga ulasan pengguna yang awam. Mereka masih 

belum paham dengan fitur-fitur dan bagaimana 

penggunaan aplikasi LinkedIn dengan efektif, 

sehingga pengguna menjadi tidak aktif 

menggunakannya. 

Para pengguna tidak hanya memberikan 

ulasan mengenai permasalahan pada aplikasi, 

tetapi juga memberikan pujian dan kepuasan 

dalam menggunakan aplikasi LinkedIn. 

Terdapat banyak sekali ulasan positif dan negatif 

yang diberikan oleh para pengguna aplikasi 
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sebelumnya, tetapi bagi calon pengguna yang 

melihat ulasan tersebut tidak mengetahui lebih 

banyak ulasan positif atau negatifnya, sehingga 

mereka belum mengetahui gambaran kualitas 

dari aplikasi LinkedIn seperti apa. Oleh karena 

itu, dengan menganalisis sentimen ulasan 

pengguna aplikasi, yang mengklasifikasikan 

ulasan ke positif atau negatif, dapat membantu 

calon pengguna mengetahui kecenderungan 

ulasan dan perspektif dari pengguna aplikasi 

LinkedIn sebelumnya. Begitu juga bagi 

pengembang aplikasi, dapat melihat ulasan 

negatif saja dengan mudah, sehingga dapat 

dijadikan masukan untuk mengembangkan 

aplikasi LinkedIn yang lebih baik lagi. 

Analisis sentimen atau opinion mining 

merupakan proses memahami, mengekstrak dan 

mengolah data tekstual secara otomatis untuk 

mendapatkan informasi sentimen yang 

terkandung dalam suatu kalimat opini. Analisis 

sentimen dilakukan untuk melihat pendapat atau 

kecenderungan opini terhadap sebuah masalah 

atau objek oleh seseorang, apakah cenderung 

berpandangan atau beropini negatif atau positif 

(Rozi, Pramono, & Dahlan, 2012). Pada 

penelitian analisis sentimen ini, penulis 

melakukan perbandingan menggunakan 2 

metode machine learning yaitu Naïve Bayes dan 

Support Vector Machine, untuk mengetahui 

metode mana yang tingkat akurasinya lebih 

tinggi. Persamaan dari metode Naïve Bayes dan 

Support Vector Machine yaitu sama-sama 

algoritma supervised learning (pembelajaran 

yang diawasi) dan dapat digunakan untuk 

masalah klasifikasi linier, sehingga keduanya 

dapat dibandingkan. Naïve Bayes merupakan 

pengklasifikasian dengan bentuk model 

probabilistik dan statistik yang disederhanakan 

dengan berdasar pada teorema Bayes dengan 

asumsi bahwa setiap atribut bersifat bebas (Fikri, 

Sabrila, & Azhar, 2020). Kelebihannya cepat, 

efisien, dan mudah untuk dibuat, sedangkan 

kelemahannya yaitu kebebasan antar atribut 

membuat akurasi menjadi berkurang. Support 

Vector Machine (SVM) adalah metode 

klasifikasi dan regresi yang biasa digunakan 

untuk masalah linear dan nonlinear (Herlinawati, 

Yuliani, Faizah, Gata, & Samudi, 2020). 

Kelebihannya cocok untuk ruang dimensi tinggi, 

sedangkan kelemahannya yaitu tidak cocok 

untuk dataset dalam jumlah yang besar. 

Pada penelitian sebelumnya dengan judul 

“Penerapan Algoritma Naïve Bayes untuk 

Analisis Sentimen Penggunaan Aplikasi 

Jobstreet” dilakukan pada tahun 2022. Penelitian 

tersebut berisi tentang klasifikasi analisis 

sentimen pada ulasan pengguna aplikasi 

Jobstreet dengan menggunakan metode Naïve 

Bayes dengan oversampling SMOTE. Hasil 

pengujian yang didapatkan memiliki nilai 

accuracy sebesar 90%, precision sebesar 95% 

dan recall sebesar 93%. Berdasarkan data ulasan, 

sentimen terhadap aplikasi Jobstreet 

mendapatkan 83,2% respon positif dan 16,8% 

sisanya respon negatif, yang berarti opini 

pengguna lebih cenderung positif (Widodo, 

Matondang, & Prasvita, 2022). Pada penelitian 

tersebut, juga hanya menggunakan 1 metode 

klasifikasi saja yaitu metode Naïve Bayes, 

sehingga tingkat akurasinya tidak dapat 

dibandingkan dengan metode yang lain untuk 

mengetahui apakah akurasi metode tersebut ada 

yang lebih baik atau tidak. 

Berdasarkan latar belakang tersebut, maka 

penulis melakukan penelitian dengan 

membandingkan 2 metode klasifikasi untuk 

analisis sentimen dengan objek aplikasi yang 

berbeda, yaitu dengan judul “Perbandingan 

Metode Naïve Bayes dan Support Vector 

Machine untuk Analisis Sentimen pada Ulasan 

Pengguna Aplikasi LinkedIn”. 

 

2. METODE 

Penelitian ini menggunakan metode 

eksperimen dengan pendekatan kuantitatif untuk 

membandingkan akurasi metode Naïve Bayes 

dan Support Vector Machine (SVM) dalam 

analisis sentimen ulasan pengguna aplikasi 

LinkedIn di Google Play Store. Data 

dikumpulkan melalui web scraping 

menggunakan Google Colab, mengumpulkan 

2000 ulasan pengguna. Data kemudian dilabeli 

menjadi sentimen positif dan negatif, diikuti 

dengan proses text pre-processing yang meliputi 

data cleaning, case folding, stopword removal, 

tokenizing, dan stemming. Selanjutnya, data 

dibagi menjadi data latih dan data uji, dengan 

pembobotan TF-IDF dilakukan untuk setiap kata 

dalam ulasan. 

Pada tahap analisis data, kedua metode diuji 

menggunakan confusion matrix untuk 

menentukan akurasinya. Penelitian ini 
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menemukan bahwa metode Naïve Bayes dan 

SVM memiliki perbedaan dalam tingkat akurasi, 

dengan tujuan akhir untuk menentukan metode 

mana yang lebih baik dalam mengklasifikasikan 

sentimen ulasan pengguna aplikasi LinkedIn. 

Hasil analisis menunjukkan perbandingan 

akurasi yang lebih baik di antara kedua metode 

ini, memberikan wawasan tentang efektivitas 

masing-masing dalam analisis sentimen aplikasi 

berbasis pengguna. 

 

3. HASIL DAN PEMBAHASAN 

 

Data ulasan pengguna dikumpulkan melalui 

teknik web scraping dari laman penginstalan 

aplikasi LinkedIn di Google Play Store. Penulis 

menggunakan library Google Play Scraper untuk 

mengumpulkan data ulasan yang paling relevan 

sebanyak 2000 data ulasan dalam bahasa 

Indonesia dan berasal dari negara Indonesia. 

Data yang terkumpul kemudian dilabeli menjadi 

sentimen positif dan negatif. Proses pelabelan ini 

bertujuan untuk memisahkan ulasan berdasarkan 

sentimen yang diekspresikan oleh pengguna, 

sehingga memudahkan dalam tahap analisis 

selanjutnya. 

 
Gambar 1. Hasil scraping data ulasan 

Proses text pre-processing meliputi 

beberapa tahap yaitu data cleaning, case folding, 

stopword removal, tokenizing, dan stemming. 

Pada tahap data cleaning dan case folding, teks 

diubah menjadi huruf kecil dan tanda baca yang 

tidak diperlukan dihilangkan. Proses stopword 

removal dilakukan untuk menghapus kata-kata 

yang tidak memiliki makna penting. Tokenizing 

memisahkan teks menjadi kata-kata individu 

(token), dan stemming mengubah kata-kata 

menjadi bentuk dasar mereka menggunakan 

library Sastrawi. Data ulasan yang telah bersih 

dibagi menjadi data latih (80%) dan data uji 

(20%). Pembagian ini dilakukan untuk 

memastikan bahwa model dapat diuji dengan 

data yang belum pernah dilihat sebelumnya, 

sehingga evaluasi performa model lebih akurat. 

Setelah proses pre-processing, dilakukan 

pembobotan TF-IDF (Term Frequency-Inverse 

Document Frequency) untuk menghitung bobot 

dari setiap kata dalam ulasan. TF-IDF membantu 

dalam mengidentifikasi kata-kata penting yang 

sering muncul di satu dokumen tetapi jarang 

muncul di dokumen lain. Pada tahap pemodelan, 

metode Naïve Bayes digunakan untuk 

membangun model klasifikasi sentimen dari data 

latih. Model ini kemudian diuji menggunakan 

data uji untuk mengevaluasi performanya. Hasil 

dari confusion matrix menunjukkan bahwa 

metode Naïve Bayes memiliki tingkat akurasi 

sebesar 88%, precision sebesar 88%, recall 

sebesar 85%, dan f1-score sebesar 86%. 

 
Gambar 2. Hasil pembobotan TF-IDF 

 
Gambar 3. Nilai performa Pemodelan Naïve 

Bayes 

 
Gambar 4. Confusion Matrix Naïve Bayes 

 
Gambar 5. Nilai performa pemodelan SVM 
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Gambar 6. Confusion Matrix SVM 

Metode SVM juga digunakan untuk 

membangun model klasifikasi sentimen dari data 

latih. Hasil evaluasi menggunakan confusion 

matrix menunjukkan bahwa SVM memiliki 

tingkat akurasi sebesar 89%, precision sebesar 

88%, recall sebesar 88%, dan f1-score sebesar 

88%. Hasil ini menunjukkan bahwa SVM 

memiliki performa yang sedikit lebih baik 

dibandingkan dengan Naïve Bayes. Berdasarkan 

hasil evaluasi, metode SVM menunjukkan 

performa yang lebih baik dibandingkan dengan 

Naïve Bayes dalam mengklasifikasikan 

sentimen ulasan pengguna aplikasi LinkedIn. 

Dengan tingkat akurasi, precision, recall, dan f1-

score yang lebih tinggi, SVM terbukti lebih 

efektif dalam analisis sentimen untuk data ulasan 

aplikasi ini. 

 

4. PENUTUP 

4.1. Kesimpulan 

Berdasarkan pada hasil penelitian yang telah 

penulis lakukan dapat diambil kesimpulannya, 

yaitu hasil analisis sentimen pada ulasan 

pengguna aplikasi LinkedIn menggunakan 

metode Naïve Bayes, menghasilkan nilai 

accuracy sebesar 88%, precision sebesar 88%, 

recall sebesar 85%, dan f1- score sebesar 86%. 

Sedangkan metode Support Vector Machine 

menghasilkan nilai yang lebih tinggi, yaitu 

accuracy sebesar 90%, precision sebesar 89%, 

recall sebesar 88%, dan f1-score sebesar 88%. 

Terlihat dari perbandingan performa dua metode 

tersebut, maka metode Support Vector Machine 

memiliki tingkat akurasi yang lebih baik 

dibandingkan dengan metode Naïve Bayes. Hal 

itu ditunjukkan dengan metode Support Vector 

Machine yang lebih unggul dalam memprediksi 

label sentimen, karena terdapat lebih banyak 

jumlah label prediksi yang benar dan jumlah 

label prediksi yang salah lebih sedikit daripada 

metode Naïve Bayes. 

 

4.2. Saran 

Untuk penelitian selanjutnya, disarankan 

untuk memperluas jumlah data ulasan yang 

digunakan serta melibatkan ulasan dalam 

berbagai bahasa untuk menguji generalisasi 

model pada data multibahasa. Selain itu, dapat 

diintegrasikan metode ensemble learning untuk 

melihat apakah kombinasi dari beberapa 

algoritma dapat meningkatkan akurasi dan 

performa analisis sentimen. Penggunaan teknik 

deep learning seperti LSTM atau BERT juga 

dapat dieksplorasi untuk membandingkan hasil 

dengan metode machine learning tradisional, 

serta menyertakan analisis terhadap aspek-aspek 

tertentu dari ulasan seperti fitur aplikasi yang 

paling banyak dikritik atau dipuji oleh pengguna. 
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